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Abstract
Recently there have been wide interests in speaker verification
for various applications. Although the reported equal error rate
(EER) is relatively low, many evidences show that the present
speaker verification technologies can be susceptible to mali-
cious spoofing attacks. Inspired by the great success of deep
learning in the automatic speech recognition, deep neural net-
work (DNN) based approaches are developed on the spoofing
detection for the first time. In this paper, a novel DNN based
robust representation is proposed for the spoofing detection to
extract the representative spoofing-vector (s-vector). Then the
mahalanobis distance and appropriate normalization methods
are investigated to get the best system performance. Using the
designed deep learning based strategy, our team obtained an im-
pressive result on spoofing detection task, and achieved the 3rd

position in the first spoofing detection challenge evaluation, i.e.
ASVspoof 2015 Challenge.
Index Terms: Automatic speaker verification, Spoofing attack,
Anti-Spoofing, Spoofing detection, Deep learning

1. Introduction
Biometric recognition is a broad field going from the classic
fingerprint to face recognition and nowadays speech is naturally
used to restrict access to certain areas. Speaker verification is
therefore one of the crucial ways of guarding access to data. The
main focus of speaker verification is to detect whether the (real)
speaker, who registered himself with the system, did produce
an utterance to require access to a system or if that utterance
was produced by an impostor. The speaker verification has got
a lot of research attentions in recent years and have been shown
to offer promising performance in smartphone logical access
scenarios [1] and e-commerce.

Although it is widely acknowledged that biometric systems
can be ”spoofed”[2, 3, 4, 5], research about securing a system
against possible malicious impostors was significantly smaller.
Attacks can happen mainly on two different categories. One
category is the direct attacks, also refered as spoofing attacks,
which do not need the access permission in speaker verification
system. The other category is the indirect attacks, which can be
applied within the speaker verification system. Since spoofing
attacks are more easily to implement, it is the greatest threat
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to the system. There are mainly four kinds of spoofing attacks
discussed in previous works:

• Impersionation

• Replay

• Speech synthesis

• Voice conversion

Impersonation generally requires experts to mimic a target
speaker’s voice and hence there are limited data and research
in the past. Results in Wu’s work [6] suggested there are no
consistent result and more research are needed. Replay uses the
recorded speech to spoof the system, and better features [7, 8],
channel noise detection [9] are suggested to be effective. The
last two kinds of attacks become increasingly easily due to the
availability of many online open-source libraries. In recent re-
search, these two attack types got a lot of attentions [10, 11, 12].

The ASVspoof challenge has been designed to simulate
these cases in reality and for the first time support indepen-
dent assessments of vulnerabilities to spoofing and of counter-
measure performance. The ASVspoof challenge 2015 focused
on the spoofing detection, which mainly includes synthesized
speech or converted speech attacks detection. The challenge
provides training and development data, which consists of both
spoofed and natural speech, where five different spoofing al-
gorithms were used. As an particular hard part, the (spoofed)
evaluation data was only partly generated using the known tech-
niques the same as the training and development data, therefore
participant needs to design a system capable of handling known
and unknown attacks ( 5 additional algorithms in the evaluation
data ).

Besides standalone spoofing detection, there are also some
works combining the detection process and verification process.
Elie Khoury’s work [13] used the integrated PLDA system to
combine these two process and the firstly applied directly to
i-vector [14]. The result reveals the advantages of the combina-
tion which leads to a large improvement.

The remainder of this paper is organized as follows. Sec-
tion 2 firstly reviews the previous work on the spoofing detec-
tion task, especially describes several types features reported in
the spoofing detection, then gives the model which was widely
used by previous works and the baseline of these features. The
novel DNN based spoofing detection approach is presented in
detail in Section 3, and then experimental results and analy-
sis are described in Section 4. Finally Section 5 concludes the
whole work.
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2. Previous works on spoofing detection
2.1. Features

As previous works [15, 16, 17, 18] suggested, feature extrac-
tion is important to detect whether spoofing was applied. For
instance, low variance in Hidden Markov Model (HMM) gen-
erated speech is sensitive to higher order of mel-cepstrum anal-
ysis (MCEP) features [16]. Using this feature is sufficient to
detect HMM generated speech. Furthermore the research to-
wards better features shows that detecting synthesized speech
is correlated to commonly used features in text-to-speech syn-
thesis (TTS). Previous studies [19] show that artefacts in the
phase spectrum occur when using a synthesis filter on synthe-
sized speech. Phase spectrum based features was suggested to
discriminate better than commonly used magnitude based ones,
e.g. MFCC. So common TTS features was used in our baseline
to gain a better intra frame discrimination. When it comes to
TTS, not just one feature type, a combination of three different
ones are used. These features are called mel-cepstrum analysis
(MCEP), Band-Aperiodicity (BAP) and pitch (LF0). Generally
a static feature size of 31 is used, which is composed of 25 di-
mensional MCEP, 5 dimensional BAP and 1 dimensional LF0.
Specific spoofing detection features dubbed as modified group
delay cepstral coefficients (MGDCC) [20] are also implemented
in our baseline systems.

2.2. Model

While i-vector approach [13] got impressive performance in the
combination system, it is not adopted in our experiments due
to two reasons. One reason is that the task only aims at spoof-
ing detection, and previously there are no clear evidences to
show the superior of i-vector approach in standalone spoofing
detection. Second, the training set is quite small and may not
be enough for the i-vector training. Also the corpus consists
of short utterances (2-3s) which decrease the i-vector approach
performance.

As previous work [21] suggests, Gaussian Mixture Models
(GMM) are adopted to detect incoming attacks. For training the
given dataset was split into two parts, namely the natural and
the spoofed speech. Two GMM models, named Mn for natural
speech, Ms for spoofing speech are estimated. The score was
then calculated as follows.

score(x) = log (P (Mn|x))− log (P (Ms|x)) (1)

where P (x) is gaussian distributed. So natural speech tend
to have higher score value, which could be compared with a
threshold which was pre-estimated.

2.3. Baseline

Before training some complex models, different feature types
are evaluated.A two class GMM-UBM was used as our evalu-
ation model. A GMM with 512 mixtures was trained for each
part. Table 1 gives the results on the development set using

Table 1: Development set results with the GMM approch

Feature EER Act.DCF Min. DCF
MGDCC 22.4% 0.750 0.637
BAP+MCEP 11.2% 0.551 0.356
MCEP 9.8% 0.503 0.322

features 1 described in Section 2.1 and GMM model described
in Section 2.2. The results are illustrated by equal error rate
(EER), minimal detection cost function (Min. DCF), and actual
detection cost function (Act.DCF). The minimum DCF is the
DCF value corresponding to the threshold that minimizes it on
the test data, while the actual DCF is calculated based on the
evaluation the goodness of log-likelihood-ratios introduced in
[22].

3. DNN based spoofing detection
Inspired by the success of the deep neural network in speech
recognition[23] and speaker verification[24], a robust DNN
based spoofing detection approach is proposed for this task.
From feature extraction to classification, the whole model was
a DNN at its core, which maps the physical features to more
discriminant ones.

Although the implementation of the previously mentioned
MCEP features leads to the best results when using the GMM
model for spoofing task, these features was not used directly in
our neural network training. Because according to our initial
experiments, using these features as inputs will lead to a bad
frame accuracy during DNN training, whereas the reason still
needs further investigation. Consequently traditional filter bank
features with ∆ (FBANK D) was adopted, which are broadly
used in the speech recognition projects[23].

3.1. Robust deep feature extraction: spoofing-vector

The core of our spoofing detection system is the deep neural net-
work which plays the role as a robust spoofing feature extractor.
Inspired by approaches like JFA[25, 26] and i-vector [14], we
tried to find a compact, robust and abstract feature represen-
tation which could be used directly for the distance metrics or
classifiers. The deep neural networks were used to perform such
transformation, rather than the factor analysis model, which was
commonly used in the normal i-vector framework.

Specifically, a supervised DNN was trained on the training
data. For this challenge, there are different information avail-
able which can be used for DNN training:

• Speaker indicator, e.g. the speaker identity for the spe-
cific audio

• Spoofing indicator, e.g. whether the audio has been
spoofed or what kind of spoofing techniques is used

Based on these information, the supervised training labels
could be designed as several types in order to detect spoofing:

• Spoofing technique classification labels, which discrim-
inate spoofing techniques in the training set

• Spoofing labels, which discriminate whether spoof or not

The inputs of these networks are formed by stacking each
current frame with its left and right context frames. The DNN
model used in the spoofing task is illustrated as Figure 1.

Once the deep neural network has been trained successfully,
the outputs of last hidden layer, which give the most abstract
and robust representation are used as our new feature represen-
tation. Assuming that the outputs of the last hidden layer for
audio s are Xs,1, Xs,2, ..., Xs,n, where n indicates frame in-
dex in audio s. As shown in expression 2, the mean value of

1There are no delta and LF0 features using in the baseline systems
due to the some mistakes in the extraction process and lack of time
during the contest.
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Figure 1: s-vector extraction process

these outputs was used as the final representation of audio s,
which is further called spoofing vector (s-vector). This new ro-
bust representation is similar as the work in Google’s speaker
verification system [24].

s-vector(s) =
Xs,1 +Xs,2 + ...+Xs,n

n
(2)

3.2. Score: mahalanobis distance

If all spoofing methods in the evaluation set would appeared in
the training set, then our work could be focused on the selection
of proper classifiers. However, since the spoofing algorithms
in both sets are not exactly the same, we focused on building a
robust system. We assumed that all s-vectors within a class are
normal distributed. In this example, one class indicates human
voice and other classes indicates different spoofing techniques.
Speech synthesis technique and voice conversion technique are
all used in the training set, so spoofing discrimination on this
set assumed to have powerful ability to identify these two types
of attack.

Mahalanobis distance is used to estimate the distance be-
tween test segments and different classes:

lc(x) = −1

2
(x− µc)

⊤Σ−1(x− µc) (3)

Here Σ is the average of the different classes covariance matri-
ces estimated in training data.

Also after expansion, the first term xTΣx can be omitted
and the final score for each class c can be written as

scorec(x) = x⊤(Σ−1µc

)
+

(
−1

2
µc

⊤Σ−1µc

)
(4)

PLDA [27, 28] could be also utilized as a score method. Tradi-
tionally PLDA works well for the unseen cases, which may fit
for the detection of unseen spoofing algorithms.Parameters in
PLDA model are adjusted to obtain better results.

3.3. Normalization

For classification, the probability can be used as a score func-
tion, which are estimated by Bayes Theorem.

P (class = c|X = x) =
πcP (x|c)∑K

k=1 πkP (x|k)
(5)

However, there are some “unknown classes”, i.e. the unknown
spoofing algorithms, which only appear in the evaluation set.

Indeed different normalization methods was used to eliminate
the influence from sessions and speech content.

Traditionally, test normalization ( TNorm ) and zero nor-
malization ( ZNorm ) [29] improve the result for a speaker ver-
ification system. Here TNorm was used in our system due to
the reason that different spoofing algorithms may have a score
close to spoofing algorithms given in the training set. TNorm
can be written as:

scoreTNorm(x) =
(scorehuman(x)− mean(x))

std(x)
(6)

where mean and std function was the mean and standard
variance value within scoreS1(x), scoreS2(x), scoreS3(x),
scoreS4(x), scoreS5(x), these scores are given by five classes
representing five spoofing algorithms in training set2.

Besides after the contest we also tried another normaliza-
tion strategy, named probabilistic normaliztion (PNorm), in-
spired by equation (5). The intuition is that other spoofing algo-
rithms has similarities with given spoofing algorithms and can
be considered as the combination of given spoofing algorithms.

scorePNorm(x) = log(
exp (lhuman(x))∑

k exp (lk(x))
)

≈ scorehuman(x)− max
k ̸=human

(scorek(x))
(7)

where k belongs to the indexes of classes. Here each class has
been assumed to have the same prior probability.

4. Experiments
In this section we are providing descriptions about the spoofing
challenge and present our system and experimental results in
detail.

4.1. ASVspoof challenge 2015

In the past, spoofing attacks have generally been developed
with full knowledge of a particular ASV system. Similarly,
countermeasures have been developed with full knowledge of
the spoofing attack which they are designed to detect. The
ASVspoof challenge has been designed to address old short-
comings and to support, for the first time, independent assess-
ment of vulnerabilities to spoofing and of countermeasure per-
formance. The first evaluation, ASVspoof 2015, is focused on
the spoofing detection.

The evaluation data contains both genuine and spoofed
speech. Genuine speech is collected from 106 speakers (45
male, 61 female) and with no significant channel or background
noise effects. Spoofed speech is generated from the genuine
data using a number of different spoofing algorithms. The full
dataset is partitioned into three subsets, including training, de-
velopment and evaluation dataset. There are no speaker overlap
across the three subsets regarding target speakers used in voice
conversion or TTS adaptation. The specific numbers are illus-
trated in Table 2.

The recording conditions for the evaluation data are exactly
the same as those for development dataset. Spoofed data is gen-
erated according to diverse spoofing algorithms, including 5 al-
gorithms ( 3 voice conversion implementations and 2 speech
synthesis implementations ) used to generate the development

2S1, S2, S5 are 3 different voice conversion systems and S3, S4 are
speech synthesis systems. More specific introduction can be found in
dataset explanation.
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Table 2: Number of non-overlapping target speakers and utter-
ances in the training, development and evaluation datasets

Subset #Speakers #Utterances
Male Female Genuine Spoofed

Training 10 15 3750 12625
Development 15 20 3497 49875
Evaluation 20 26 9404 184000

dataset in addition to others, designated as ”unknown” spoofing
algorithms.

Some traditional baseline methods have been illustrated in
Table 1 described in Section 2.3.

4.2. Effect of the proposed DNN based spoofing detection

The DNN-based VAD is applied for pre-processing. It got
96.60% VAD frame accuracy on our labelled cross validation
data. Then silence frames before the first speech frame and af-
ter the last speech frame were removed.

After that the features were normalized: removing the av-
erage ( zero-mean ) and scaling the variance ( unit-variance ).
The RBM pre-training is utilized in this work. A 5 layers RBM
network with 1024 nodes per layer was trained with 0.02 learn-
ing rate and 0.5 momentum. The weight cost was set to 0.0002.
In our training recipe the first layer is trained with 20 iterations
and the other layers are trained 10 iterations.

After the RBM pre-training, different networks were
trained based on the same configuration. The training set was
randomly partitioned into two subsets, one for network training
and one for cross validation. The ratio between training and
cross validation is 7:1. We used a learning rate of 2 and 0.85
momentum. The weight cost was set to 1× 10−6 and the halv-
ing factor was set to 0.85.

The neural network aimed at discriminating spoofing tech-
niques. The intuition is to learn a prediction function of the
spoofing techniques given local context-extended features. The
back-propagation was used to fine-tune these networks until the
relative improvement between two iterations is negligible.

After the network training, the last layer (output layer) was
dropped and the remaining layers can be used as the new feature
extractor. L2-normalization was then used on the output for
each frame. Each output for every frame was then averaged out
into a 1024-dimensional s-vector.

Two types of classification are tried in the DNN construc-
tion for spoofing detection:

• 6 classes: human, S1, S2, S3, S4, S5 (5 algorithms given
in training set)

• 2 classes: human, spoofing

Table 3 gives our result on the development set using
DNN approach describe in Section 3. The result are illus-
trated by equal error rate (EER), minimal detection cost func-
tion (Min. DCF), and actual detection cost function (Act.DCF).
The ROCCH EER [22] is used for EER calculation in this paper.

Compared with Table 1, it can be seen that although GMM
approach with different features got very low EER, our new
DNN-based method leads to much more better performance.

4.3. Evaluation result and analysis

For the evaluation, Our team submitted the 6 classes target
based DNN with TNorm as the primary submission and Ta-
ble 4 shows the final results on the evaluation data. Although

Table 3: Development set result with proposed DNNs

# Target Norm EER Act. DCF Min. DCF
2 — 0.013% 0.006 3.9× 10−4

6 TNorm 0.033% 0.059 9.1× 10−4

6 PNorm 0.020% 0.010 5.8× 10−4

6 PLDA 5.2% 2.386 1.7× 10−1

TNorm normalization gets the worse result in the development
set, small scaled experiments convinced that it has better per-
formance on ”unknown attacks”. Here “known EER” indicates
EER for attacks which use the same algorithms as the devel-
opment set, ”unknown EER” indicates EER for attacks which
were not previously seen in the development set, and ”all EER”
is the EER for all data.

Table 4: Final result (EER(%)) on evaluation data

# Target Norm Known Unknown All
6 TNorm 0.058 4.998 2.528
6 PNorm 0.046 4.516 2.281
6 PLDA 8.650 20.54 14.59

The following Figures 2 show the results for the first 12
teams in the rank list. Our scores are labelled with white color.
It can be seen that s-vector method has generality and robust-
ness properties and works quite well for the unknown attacks.
Our proposed deep feature, s-vector, based system get the 3rd

position among all 16 teams.

Figure 2: EER for all attacks

5. Conclusions
In this paper a new simple model which can effectively detect
spoofing attacks on a speaker verification system was proposed.
A deep learning framework is described for extracting useful
knowledge from the audio to form compact, abstract and robust
deep representation. First, a spoofing-discriminant network is
employed to learn spoofing algorithms. With the learned net-
work, utterance level average of the outputs from the last hidden
layer, refereed as s-vector, is calculated. Finally mahalanobis
distance with normalization is applied to s-vector. Experiments
show that our proposed s-vector get good grade on the devel-
opment set. The proposed system achieved the 3rd position in
the first spoofing detection challenge evaluation, i.e. ASVspoof
2015 Challenge.
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